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Using time delay coordinates and assuming no a priori knowledge of the dynamical system, we propose a method that stabilizes a desired periodic orbit embedded in a chaotic attractor. Similar to the original control algorithm introduced by Ott, Grebogi, and Yorke [Phys. Rev. Lett. 64, 1196 (1990)], the stabilization is done via small time dependent perturbations of an accessible control parameter. The control method is numerically illustrated using both the Ikeda map, which describes the dynamics of a nonlinear laser cavity and the double rotor map which describes a periodically kicked dissipative mechanical system.
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I. INTRODUCTION

In experimental studies of chaotic dynamical systems, it is often the case that the only accessible information is a time series of some scalar function \( \xi(X(t)) = \xi(t) \) of a \( d \)-dimensional state variable \( X(t) \). Using delay coordinate embedding technique, Takens [2] showed that a delay coordinate vector

\[
Z(t) = (\xi(t), \xi(t-T_D), \xi(t-2T_D), ..., \xi(t-MT_D)),
\]

(1)

with a conveniently chosen delay time \( T_D \) and a sufficiently large \( M \), is generically a global one-to-one representation of the system state \( X(t) \). Using a Poincaré surface of section, we obtain a set of discrete state variables \( Z_n = Z(t_n) \), where \( t = t_n \) denotes the time at the \( n \)th orbit crossing of the surface of section. As pointed out by Dressler and Nitsche [3], in the presence of parametric variation, delay coordinate embedding leads to a map that in general will depend on all parametric changes that were in effect in the time interval \( t_n \leq t \leq t_n - MT_D \). The question that we address is the following: Given a chaotic system reconstructed from time delay coordinates, how can we incorporate dependences of past parametric variations in a control scheme so that a desired attracting time-periodic motion can be attained? This problem was previously addressed by Dressler and Nitsche [3] for the case of a period-one orbit of the Poincaré map in which there was a one-dimensional stable manifold and a one-dimensional unstable manifold.

Similar to the control method originally purposed by Ott et al. [1], we wish to make only small controlling perturbations to the system. We do not envision creating new orbits with very different properties from the already existing orbits. Thus we seek to exploit the already existing unstable periodic orbits that are embedded in the chaotic attractor. Controlled chaotic systems offer an advantage in flexibility that any one of a number of different orbits can be stabilized by the small control, and the choice can be switched from one periodic orbit to another without drastically altering the system configuration. The present paper extends previous work [4] to the case when the future system state of a chaotic system depends on the current parametric variation as well as the previous parametric variations.

To numerically illustrate our method, we apply it to both a two-dimensional example, the Ikeda map, and a four-dimensional example, the double rotor map. Physically, the Ikeda map describes the dynamics of a nonlinear optical cavity and the double rotor map describes a periodically forced mechanical system, the kicked double rotor. In the case of the Ikeda map, the stabilization is achieved by small variations of the amplitude of the light pulses entering the optical cavity. To control the double rotor map, stabilization is achieved by small variations of the strength of the periodic forcing.

II. DESCRIPTION OF THE METHOD

To be specific, we concentrate our discussion on a periodically forced system and use a stroboscopic surface of section \( t_n = nT_F + t_0 \), where \( T_F \) is the forcing period. Assume that the orbit of this periodically forced system pierces the experimental surface of section \( r \) times in the time interval \( t_n < t \leq t_n - MT_D \). Then the delay coordinate vector \( Z_n \) is being formed. Next, at the next piercing of the surface of section, the discrete state variable \( Z_{n+1} \) must depend not only on the current value of the forcing \( p_n \), but also on the \( r \) previous forcings \( p_{n-r}, ..., p_{n-1} \). We assume that the time-dependent parameter \( p(t) \) is constant in each forcing period \( p(t) = p_n \) for \( t_n \geq t > t_{n-1} \). Thus the relevant surface of section map will in general be of the form
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\[ Z_{n+1} = G(Z_n, p_{n1}, p_{n-1}, \ldots, p_{n-r}). \] (2)

The most direct way to control a nontrivial period \( T \) orbit of the map is to take the \( T \)th iterate of the map and apply the method developed in Sec. 2.6 of Ref. [4]. However, this method will be overly sensitive to noise, especially when long-periodic orbits are involved. The following is a method that we think in general will be better. Control is applied at each iterate of the map instead of each period \( T \). This reduces the chance of the orbit being kicked out of the control region by noise while we are waiting for the orbit to cycle through the \( T \) periodic points.

Given a period \( T \) periodic orbit \( Z^*_n \) with \( Z^*_{n+T} = Z^*_n \) and with \( p(t) \equiv \bar{p} \) for all \( t \), we can define the following set of \( (d \times d) \)-dimensional matrices \( A_n \) and a collection of \( d \)-dimensional column vectors \( B^1_n, \ldots, B^{r+1}_n \) to describe the effect of small control parameter perturbations on the linear dynamics of the surface of section map Eq. (2) near the periodic orbit:

\[
A_n = A_{n+T} = DZ G(Z_n, p_{n1}, p_{n-1}, \ldots, p_{n-r}), \quad \text{(3a)}
\]

\[
B^1_n = B^1_{n+T} = Dp_n G(Z_n, p_{n1}, p_{n-1}, \ldots, p_{n-r}), \quad \text{(3b)}
\]

\[
B^2_n = B^2_{n+T} = Dp_{n-1} G(Z_n, p_{n1}, p_{n-1}, \ldots, p_{n-r}), \quad \text{(3c)}
\]

\[
\vdots
\]

\[
B^{r+1}_n = B^{r+1}_{n+T} = Dp_{n-r} G(Z_n, p_{n1}, p_{n-1}, \ldots, p_{n-r}). \quad \text{(3d)}
\]

The partial derivatives defined above are all evaluated at \( Z = Z^*_n(\bar{p}) \) and \( p_n = p_{n-1} = \cdots = p_{n-r} = \bar{p} \), which is the unperturbed parameter value of the system. For values of \( p \) close to \( \bar{p} \) and for \( Z_n \) close to the periodic orbit \( Z^*_n(\bar{p}) \), the surface of section map Eq. (2) can then be approximated by its linearization

\[
Z_{n+1} - Z^*_n(\bar{p}) = A_n [Z_n - Z^*_n(\bar{p})] \]

\[
+ B^1_n(p_n - \bar{p}) + B^2_n(p_{n-1} - \bar{p}) \]

\[
+ \cdots + B^{r+1}_n(p_{n-r} - \bar{p}). \quad \text{(4)}
\]

We emphasize that the location of the periodic orbit and the partial derivatives Eq. (3) can be obtained directly from experimental time series. In particular, the location of the periodic orbit and the associated Jacobians \( A_n \) can be extracted from experimental time series using the standard method described in Refs. [5–10]. The collection of matrices \( B^j_n, 1 \leq j \leq r + 1 \), that describes the variations of the map Eq. (2) with respect to the different past parametric perturbations can also be obtained experimentally from time series generated by intermittently turning on the parametric perturbations \( \delta p = p - \bar{p} \) at each \( (r + 1) \)th piercing of the surface of section (i.e., \( \delta p_n = \delta p_{n \text{max}} \neq 0 \) for every \( n \) divisible by \( r + 1 \) and \( \delta p_n = 0 \) otherwise). (We assume \( \delta p_{\text{max}} \) to be small enough that the linear approximation is valid.)

The next step in finding the matrices \( B^j_n \) is to extract sequences of data points \( \{Z_n\} \) that are in the neighborhood of the periodic orbit \( Z^*_n \) (see Ref. [5]). Since we are keeping track of the history of the parametric perturbations, we can classify these sequences of data points into \( r + 1 \) groups according to the time of the paramet-
ric perturbations with respect to \( n \). As an example, let us consider all pairs of points \( (Z_n, Z_{n+1}) \) with \( \delta p_n \neq 0 \).

The other \( r \) groups of data pairs correspond to cases with \( \delta p_{n-1} \neq 0, \ldots, \delta p_{n-r} \neq 0 \). Since we have chosen \( \delta p_{n-1} = \cdots = \delta p_{n-r} = 0 \) for this data set, Eq. (4) reduces to the form

\[
Z_{n+1} - Z^*_n(\bar{p}) = A_n[Z_n - Z^*_n(\bar{p})] + B^1_n \delta p_n.
\]

Then, the \( d \)-dimensional column vector \( B^1_n(Z^*_n, \bar{p}) \) can be estimated by least-square fitting the data pairs \( (Z_n, Z_{n+1}) \) to the above equation. The other \( B^j_n, 2 \leq j \leq r + 1 \), can be obtained in a similar fashion using the other \( r \) groups of data pairs.

In order to include the dynamical dependence of past parametric variations in Eq. (2) in the consideration of the control law, we first incorporate both the delay coordinate vector \( Z_n \) and the \( r \) past parametric values into a new \( (d + r) \)-dimensional state vector \( Y_n \),

\[
Y_n = \begin{pmatrix} Z_n \\ p_{n-1} \\ p_{n-2} \\ \vdots \\ p_{n-r} \end{pmatrix}.
\]

(5)

With this new \( (d + r) \)-dimensional state vector \( Y_n \), we can utilize Eq. (4) to obtain the following matrix equation for the linearized dynamics of the combined "state-plus-parameters" system:

\[
Y_{n+1} - Y^*_n(\bar{p}) = \tilde{A}_n[Y_n - Y^*_n(\bar{p})] + \tilde{B}_n(p_n - \bar{p}),
\]

(6)

where

\[
Y^*_n = Y^*_n + T = \begin{pmatrix} Z^*_n(\bar{p}) \\ \bar{p} \\ \vdots \\ \bar{p} \end{pmatrix}.
\]

(4)

Here the set of \( [(d+r) \times (d+r)] \)-dimensional matrices \( \tilde{A}_n \) and the set of \( (d+r) \)-dimensional column vectors \( \tilde{B}_n \) are defined in terms of the partial derivatives given in Eq. (3):

\[
\tilde{A}_n = \begin{pmatrix} A_n & B^2_n & B^3_n & \cdots & B^r_n & B^{r+1}_n \\ 0 & 0 & 0 & \cdots & 0 & 0 \\ 0 & 1 & 0 & \cdots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & 0 & \cdots & 1 & 0 \end{pmatrix},
\]

(7)

\[
\tilde{B}_n = \begin{pmatrix} B^1_n \\ 1 \\ 0 \\ \vdots \\ 0 \end{pmatrix},
\]

(8)

where \( 0 \) is the \( d \)-dimensional row vector of zeros. Because of the periodicity of the partial derivatives Eq. (3),
the $[(d + r) \times (d + r)]$-dimensional matrices $\hat{A}_n$ and the $(d + r)$-dimensional column vectors $\hat{B}_n$ are also periodic with a period $T$. One should note that this new state-plus-parameters dynamical equation reduces to the original linearized dynamics Eq. (4) if we consider only the first $d$ components of Eq. (6). In particular, say that the periodic orbit $Z^*_n$ is a saddle point with $u$ unstable directions, $s$ stable directions, and $d = u + s$. Then, in this state-plus-parameters representation, the $u$-dimensional linearized unstable subspace $E_u(Y^*_n)$ in $\mathbb{R}^{(d+r)}$ is equivalent to the $u$-dimensional linearized unstable subspace $E_u(Z^*_n)$ in $\mathbb{R}^d$, while the $(s + r)$-dimensional linearized stable subspace $E_s(Y^*_n)$ in $\mathbb{R}^{(d+r)}$ is the direct sum of the equivalent $s$-dimensional linearized stable subspace $E_s(Z^*_n)$ in $\mathbb{R}^d$ and the $r$-dimensional null space of $\hat{A}_{n-1}\hat{A}_{n-2}\cdots\hat{A}_{n-r}$ in $\mathbb{R}^{(d+r)}$.

The basic idea of our control algorithm is as follows. Given a periodic orbit $Y^*_n = Y^*_{n+T}$ with period $T$ and $u$ unstable directions, we either wait for the system trajectory to come close to the control region (which we will define later) of the desired periodic orbit $Y^*_n$ or we can use the various targeting techniques [11–14] to bring the system trajectory near the control region of $Y^*_n$. When the system state is in the control region, we will try to use $u$ small parametric perturbations $p_n, p_{n+1}, \ldots, p_{n+(u-1)}$ to control the $u$ unstable directions of the combined state-plus-parameters dynamics. In other words, with the $u$ parametric controls in $u$ iterates, we attempt to bring the deviation $\delta Y_{n+u} = Y_{n+u} - Y^*_{n+u}$ to lie on the linearized stable subspace $E_s(Y^*_{n+u})$ of $\hat{A}_{n+u-1}\hat{A}_{n+u-2}\cdots\hat{A}_{n+u-T}$. After this is accomplished, the control can be set to $\vec{p}$ and the orbit will naturally approach the desired periodic orbit.

To get an explicit expression for the control parameter

$$C_n = \Phi_n,0 \hat{B}_n; \Phi_n,1 \hat{B}_n+1; \cdots \Phi_n,u-1 \hat{B}_n+u-1; \Phi_n,u \hat{B}_n+u; \cdots \Phi_n,u+s \hat{B}_n+u+s$$

is the “controllability” matrix with a similar meaning as in linear control theory such that the invariability of $C_n$ implies the controllability of the periodic point $Y^*_n$.

The construction of our control law Eq. (12) is based on the linearized Eq. (6) and in general we expect it to apply in the local neighborhood $N(Y^*_n)$ near $Y^*_n$. On the other hand, since we envision applying only small parametric perturbations $|p_n - \bar{p}| < \delta p_{\text{max}}$ in our control algorithm, we shall define the control region to be the set of all points $Y_n$ within the slab,

$$|K^T[Y_n - Y^*_n]| < \delta p_{\text{max}}.$$

For a given value of $\delta p_{\text{max}}$, the slab defined above intersects the local neighborhood $N(Y^*_n)$ and its preimages. Points in the local neighborhood $N(Y^*_n)$ will in general be controlled by Eq. (12) and we expect that, under forward applications of the control law Eq. (12), points in the preimages of $N(Y^*_n)$ will eventually fall into the local neighborhood $N(Y^*_n)$ and be controlled also. In our following numerical experiments, we have chosen to activate control according to Eq. (12) only when the values of $Y_n$ are within the slab defined by Eq. (15) and the control parameter is left at its nominal value $\bar{p}$ otherwise. However, because of nonlinearity not included in the linearized Eq. (6), the control might not be able to bring the orbit to the desired periodic point for all points in the slab. In this case, the orbit will leave the slab and continue to wander chaotically as if there was no control. Since the orbit on the uncontrolled chaotic attractor is ergodic, after a chaotic transient [4], the orbit will once again enter the slab and may also be sufficiently close to $N(Y^*_n)$ so that control is achieved.

In our derivation of the control law Eq. (12), although we only gave an explicit expression for the required parameter perturbation $p_n$ at time $n$, we can, in principle, solve for all the control parameter values to be applied in the next $u$ iterates $p_n, p_{n+1}, \ldots, p_{n+u-1}$ from Eqs. (9) and (11). In the presence of noise, however, this is not a good idea (assuming $u > 1$) since it does not take advantage of the opportunity to correct for the noise on each iterate. Therefore, we believe that, in the presence of noise, it is best to perform the calculation of $p_n$ via Eq. (12) on each iterate.

In the paper by Dressler and Nitsche (see Ref. [3]),
past parametric dependence \((r = 1\) in their work\) in the dynamical equation using delay coordinates embedding introduces a possible instability in their proposed control laws. For certain instances, it is possible that the required perturbations \(\delta p_n\) will grow in time even when the system state is arbitrary close to the periodic orbit. This instability will eventually force the orbit to exit the control region. Their solution is to apply controls only at every other steps instead of at every step so that \(\delta p_n\) can be reset to zero every other step. This is equivalent to eliminating the term in the control law that depends on the previous parameter. By utilizing the stable subspace \(E_s(Y_n^*)\) of the combined state-plus-parameters system, the required perturbations in our control law are linearly related to the deviations of the system state \(Y_n\) from the periodic orbit \(Y_n^*\). Thus the instability related to the increase of \(\delta p_n\) as in Dressler and Nitsche's method will not occur here.

### III. NUMERICAL RESULTS

As a demonstration of our control method, we will use the Ikeda map as our first example. The Ikeda map describes the dynamics of a nonlinear optical cavity and is given by the following two-dimensional map in state space:

\[
X_{n+1} = \begin{pmatrix}
  u_{n+1} \\
  v_{n+1}
\end{pmatrix} = \begin{pmatrix}
  a_n + 0.9(u_n \cos s_n - v_n \sin s_n) \\
  0.9(u_n \sin s_n + v_n \cos s_n)
\end{pmatrix},
\]

where \(s_n = 0.4 - 6.0/(1 + u_n^2 + v_n^2)\). The magnitude and angle of the complex quantity \(u_n + iv_n\) defines the amplitude and phase of the \(n\)th light pulse inside the cavity and \(a_n\) is the amplitude of the light pulse entering the cavity at time \(n\). We will be using \(a_n\) as our control parameter in this numerical example. (For a detailed physical description of this map, refer to Hammel et al. [15] at the nominal value of \(a_n = \bar{a} = 1\), this dynamical system possesses a chaotic attractor with a Lyapunov dimension of 1.71. Embedded in this attractor, we have chosen the following three unstable periodic orbits for our numerical experiment [16]:

\[
X_{p2}^* = (u_{p2}^*, v_{p2}^*) = (0.50984, -0.60837)(0.62160, 0.60593),
\]
\[
X_{p3}^* = (u_{p3}^*, v_{p3}^*) = (0.085797, -0.88323)(0.77797, 0.76717)(1.01404, -0.98324),
\]
\[
X_{p5}^* = (u_{p5}^*, v_{p5}^*) = (1.0447, 0.8002)(1.4917, -1.0775)(0.96244, -1.6557)(0.39462, -1.6138)(-0.22133, -0.86258).
\]

As indicated by their subscripts, \(X_{p2}^*, X_{p3}^*,\) and \(X_{p5}^*\), are periodic points of Eq. (16) with period 2, 3, and 5, respectively.

To generate our time series \(\{\xi_n\}\), we have chosen

\[
\xi_n = u_n
\]

as our experimental output [17]. In this case, the dynamical equation in delay coordinates Eq. (2) depends on \(a_n\) as well as on \(a_{n-1}\) \((r = 1\) in this case\). Since we know the exact map Eq. (16) and the scalar output function Eq. (17), we can directly calculate the matrices \(A_n, B_1,\) and \(B_2\), appearing in Eq. (4). (As we have mentioned earlier, we can also obtain these matrices from time series using methods described in Refs. [5–10]. There is a good description in Ref. [3] to calculate the matrices \(B_1\) and \(B_2\) explicitly from experimental time series.) Choosing the maximal allowed perturbation \(\delta a_{\text{max}}\) to be 0.01, Figs. 1 and 2 summarize our main results for the Ikeda map.

We plot the values of the scale output \(\xi_n\) as a function of time \(n\) in Fig. 1(a) and we plot the applied parametric perturbations \(\delta p_n\) as a function of time \(n\) in Fig. 1(b). In these figures we turned on the control for the first periodic orbit \(X_{p2}^*\) at \(n = 0\). After a chaotic transient (lasting until \(n \approx 3700\), the orbit \(X_{p2}^*\) was stabilized. Then, we successive switched our control to the other two periodic orbits \(X_{p3}^*\) and \(X_{p5}^*\). The times at which the control was switched so as to stabilize \(X_{p3}^*\) and \(X_{p5}^*\) are indicated in the Fig. 1 by arrows. In this figure, one can clearly see the flexibility offered by this method in controlling different periodic orbits embedded in a chaotic attractor reconstructed from time delay coordinates. Although the time to achieve control varied from case to case, in all cases,

![FIG. 1. Ikeda map: successive control of periodic points \(X_{p2}^*, X_{p3}^*,\) and \(X_{p5}^*\). (a) \(\xi\) vs \(n\). (b) \(\delta p\) vs \(n\). The arrows indicate the times of switching \((\bar{a} = 1\) and \(\delta a_{\text{max}} = 0.01\)).](image-url)
the parametric control was able to bring the orbit close to the desired periodic point within a couple thousands of iterations.

This brings us to the issue of chaotic transient between the time when control is activated and the time when control is achieved. To study the time to achieve control, we begin with a large number $M_0 = 20,000$ of random initial orbits uniformly chosen on the attractor and we calculate the number of orbits remaining uncontrolled $M(n)$ as a function of time $n$. An orbit is considered to be under control when the required parametric perturbations $\delta_n$ remains within the range $[0, \delta_{\text{max}}]$ for at least ten consecutive iterations. We expect the quantity $M(n)$ to decrease according to an exponential law

$$M(n) = M_0 e^{-n/(\bar{n})},$$

where $(\bar{n})$ is the average time to achieve control [4].

In Fig. 2(a) the periodic orbit being controlled is $X_{ps}$ and we have plotted $\ln[M(n)/M_0]$ (denoted by a plus sign) as a function of $n$. From this graph, one can clearly see the expected exponential behavior for the time to achieve control. The slope of this graph gives the expected average time to achieved control $(\bar{n})$ for a randomly chosen orbit on the attractor to be approximately 2500 iterations. To illustrate the effect of noise on this average time to achieve control, we plot three additional graphs Figs. 2(b)–2(d) showing again $\ln[M(n)/M_0]$ vs $n$ for the cases where the output function Eq. (17) has an additional noise term

$$\xi_n = u_n + \epsilon \delta_n,$$

where $\delta_n$ is a random variable distributed uniformly between 0 and 1 and $\epsilon$ is the magnitude of the noise. Figure 2(b) shows data with $\epsilon = 10^{-6}$, Fig. 2(c) shows data with $\epsilon = 10^{-4}$, and Fig. 2(d) shows data with $\epsilon = 10^{-3}$. In these graphs, we can see that for the case when $\epsilon = 10^{-3}$ the other three data sets, within expected errors, give the same average time to achieve control. The much slower convergence and the nonexponential behavior exhibited in the case with $\epsilon = 10^{-3}$ indicate that the noise is large enough so that many probably controllable orbits are being kicked away from the control region by noise.

To appreciate the importance of past parametric consideration in controlling systems using delay time coordinates, we now blindly assume that the surface of section map Eq. (2) depends only on the current parametric perturbation. Then, the required control parametric perturbation $\delta_n$, for the Ikeda map in delay time coordinates with the output function given by $\xi_n = u_n$, would be

\[\text{FIG. 2. Ikeda map: the natural logarithm of the fraction of uncontrolled orbits verse time. A sample of 20,000 initial orbits were chosen randomly over the attractor. An orbit is said to be controlled if } 0 < \delta_n < \delta_{\text{max}} \text{ for at least ten consecutive iterations. The periodic point controlled is } X_{ps}. (a) + \text{ denotes data calculated with } \epsilon = 0, (b) \odot \text{ denotes data calculated with } \epsilon = 10^{-6}, (c) \circ \text{ denotes data calculated with } \epsilon = 10^{-4}, (d) \text{ and } \triangle \text{ denotes data calculated with } \epsilon = 10^{-3}.\]
where the two-dimensional column vector $B_n^1$ and the two-dimensional matrix $A_n$ are defined as in Eq. (3), $v_n^*$ is the stable eigenvector of $A_n A_{n-1} \cdots A_1$, and the delay vector $Z_n$ is equal to $(\xi_n, \xi_n-1) = (u_n, u_{n-1})$.

Figure 3 shows a section of the history of $\xi_n$ for the two control methods: (a) Eq. (12) and (b) Eq. (20). In both cases, all parameters in the dynamical system were the same and we started the procedures with the same initial condition. The initial condition was chosen such that the initial orbit was within a distance of $10^{-4}$ away from the desired periodic orbit $X^*_p$. While our control method was able to further decrease the measured deviation $\xi_n - \xi_n^*$ down to the machine accuracy ($\approx 10^{-15}$, the control method without past parametric consideration was not able to stabilize the orbit. This result tells us that in typical cases when delay time coordinates are involved, parametric control methods must take past parametric dependences into consideration.

To demonstrate our method in a high-dimensional system, we will apply it to a periodically kicked mechanical system known as the kicked double rotor [4]. On the "stroboscopic surface of section," this mechanical system can be represented in state space by a four-dimensional map in the form

$$X_{n+1} = \begin{pmatrix} \Theta_{n+1} \\ \Theta_{n+1}^* \end{pmatrix} = \begin{pmatrix} W_1 \Theta_n + \Theta_n \\ W_2 \Theta_n + f_n H(\Theta_{n+1}) \end{pmatrix},$$

where $\Theta = (\theta^1, \theta^2)^T$ are the two angular position coordinates, $\Theta = (\theta^1, \theta^2)^T$ are the corresponding angular velocities, and $H(\Theta)$ is a nonlinear function. $W_1$ and $W_2$ are constant matrices defined by the friction coefficients and moments of inertia of the rotor. We take as the control parameter of this system the strength of the kick $f_n$. Setting the nominal value of $f_n$ to $\bar{f} = 9$ and the other parameters of the system to the ones in Ref. [4], the system processes a chaotic attractor with a Lyapunov dimension of 2.838. To generate a scalar time series $(\xi_n)$, we will use

$$\xi_n = \theta_n^1.$$

FIG. 3. Ikeda map: $\log_{10}|Y_n - Y_n^*|$ vs n. The periodic orbit being controlled is $X^*_p$. The test orbit was initialized within a radius of $10^{-4}$ away from the periodic point. (a) Control method introduced in this paper. (b) Control method without past parametric consideration.

With the choice of this output function, the corresponding dynamical equation in delay time coordinates Eq. (2) will depend on $\delta f_n$ as well as on the three past parametric perturbations $\delta f_{n-1}, \delta f_{n-2},$ and $\delta f_{n-3}$, where $\delta f_n = f_n - \bar{f}$ ($r = 3$ in this case). The unstable periodic orbit

$$X_R^* = (\theta^1_1, \theta^2_1, \theta^1_2, \theta^2_2)$$

$$= (3.1402, 0.48105, -2.0364, 0.74249)(2.3090, 0.56580, 4.4182, 4.6514)(-0.83474, -1.5220, -2.3818, -5.3938),$$

which we are attempting to control, is a period three orbit embedded in the attractor and it has two unstable directions and two stable directions. In our control algorithm, we have set the maximum allowed parameter perturbation $\delta f_{\text{max}}$ to be equal to $1 \times 10^{-4}$. Figure 4 shows a history of the observed scalar output from the map as a function of time $n$. At time $n = 0$, the orbit first enters a neighborhood of radius $10^{-4}$ around the periodic point $X^*_p$ and parametric control is activated at this time. One can see that the orbit quickly converges to the desired periodic orbit as $n$ increases. As indicated by the small size of the neighborhood within which the orbit converges, we expected the average time to achieve control in this case to be quite large (on the order of $10^{12}$ iterations). This decrease in the size of the controllable region is mainly the consequence of using delay time embedding. In general, to uniquely determine a state of the system, we need to wait at least $d$ iterations ($d$ is the dimension of the system) to form the delay vector. Thus, even if the orbit is at a distance $\delta$ away from the periodic orbit at time $n$, the orbit will be at a distance of $\Lambda^d \delta$ away from the periodic orbit when the orbit can
be represented uniquely by the delay vector. (Here $\Lambda$ is the largest multiplier of the periodic point.) Thus, typically, we should expect the size of the controllable region in delay time coordinates to be a factor of $(1/\Lambda)^d$ times smaller than the controllable region in regular state space coordinates. This effect will become more evident in higher-dimensional systems. With this long chaotic transient time, we believe that some kind of targeting techniques [11–14] will be essential in controlling these high-dimensional systems in delay time coordinates.

IV. CONCLUSION

In this paper, we have presented a method for control of chaotic systems using time delay coordinates. To take the dynamical dependence of past parameters into consideration, our parametric control law is constructed based on the combined dynamics of the state-plus-parameters system. In our numerical example using delay time coordinates, we have found that parametric control of unstable periodic points can only be achieved if we take past parametric perturbations into consideration (except the case when past parametric dependences are absent from the dynamical equation [23]). We found that our method is efficient in controlling and flexible in switching among different unstable periodic points embedded in an attractor of low dimension (the Ikeda map). However, while the method is able to control unstable periodic point embedded in a higher-dimensional attractor (the double rotor map), the chaotic transient time required for the orbit to come near the control region will in general be unacceptably long. While progress is being made in controlling high-dimensional systems [18], we believe that targeting and multivariant control [19] (using more than one control parameter) are two key issues in developing control schemes for high-dimensional systems with delay time coordinates.

APPENDIX

An alternative route to stabilizing unstable periodic orbits is via empirical proportional feedback (see Refs. [20,21]). In this method, one attempts to achieve stabilization by an ad hoc feedback perturbation that is proportional to the difference between the state of the system and its desired periodic state (the parameter of the system is assumed to be fixed at its nominal value), i.e.,

$$Z_{n+1} = G(Z_n, \bar{p}) - K(Z_n - Z^*_n),$$

where $K$ is an adjustable gain matrix and $Z^*_n = Z^*_{n+p}$ is the desired periodic orbit. The stability of the periodic point $Z^*_n$ depends on the spectrum of eigenvalues of the following stability matrix [22]:

$$L(K) = [A_{n-1} - K][A_{n-2} - K]\cdots[A_{n-T} - K],$$

where $A_n$ is the Jacobian of $G(Z)$ [see Eq. (3)] evaluated at $Z^*_n$ with $p$ fixed at $\bar{p}$. The periodic orbit can be stabilized if the magnitude of the largest eigenvalue $\lambda_{\text{max}}(K)$ of $L(K)$ is less than one. In most experimental cases, $K$ is simply a scalar factor $k$ multiplied by a projection operator $P$. To illustrate this proportional feedback control scheme, we will again use the Ikeda map Eq. (16) and the output scalar function $\xi_n = u_n$ to generate our time delay vector $Z_n$. In Figs. 5(a) and 5(b), the projection operators that we have chosen for $K$ are

FIG. 4. Rotor map: $\log \left| Y_n - Y^*_n \right|$ vs $n$. The periodic orbit being controlled is $X^*_R$. Parametric control is activated at $n = 0$. ($f = 9$ and $\delta f_{\text{max}} = 0.1$)

FIG. 5. Ikeda map: $\ln |\lambda_{\text{max}}(K)|$ vs $K$. (a) $K = KP_1$, (b) $K = KP_2$. The periodic orbit being considered is $X^*_p$ and it can be stabilized by the proportional feedback scheme for the values of $K$ such that $\ln |\lambda_{\text{max}}(K)| \leq 0$. 


(a) $P_a = \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}$  (b) $P_b = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$ and the periodic orbit being considered is $X_{p_3}$. In this graph, the logarithm of $|\lambda_{\text{max}}(K)|$ is plotted as a function of the scalar factor $K$. The periodic orbit $X_{p_3}$ can be stabilized by the proportional feedback scheme depending on the values of $K$. In particular, the proportional feedback scheme works for the values of $K$ such that $|\lambda_{\text{max}}(K)| < 1$. In our first example, Fig. 5(a), there exist two small ranges of values of $K$ such that the condition $|\lambda_{\text{max}}(K)| < 1$ or, equivalently, $\ln|\lambda_{\text{max}}(K)| \leq 0$ is satisfied, while in our second example, Fig. 5(b), the condition is never satisfied in the range of values of $K$ considered.

[17] Other linear combinations of $u_n$ and $v_n$, e.g., $\xi_n = u_n + v_n$, were also considered. Results were similar as long as the controllability matrix $C_n$ is not too close to being singular.
[22] Since the periodic orbit $Z_n$ is of period $T$, i.e., $A_n = A_{n+T}$, there will be a total of $T$ different $L_j$'s. However, since the determinant of a product of matrices is the product of the determinants of the same matrices, the spectrum of eigenvalues for all $L_j$ with $1 \leq j \leq T$ is the same.
[23] These include the numerous successful implementations of the original OGY method in controlling various experimental time series (see Refs. [24-31]). In these examples, the relevant dynamics can in general be described by one-dimensional return maps, which are insensitive to past parametric variations.