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22 « k ’ ‘ Chapter 1: Introduction

Tn order to achieve this we have to choose a dynamics for our simulation—a
rule for changing from one state to another during the simulation—which
results in each state appearing with exactly the probability appropriate to
it. In the next chapter we will discuss at length a number of strategies for
doing this, but the essential idea is that we try to simulate the physical
processes that give rise to the master equation, Equation (1.1). We choose
a set of rates R{y — v) for transitions from one state to another, and we
choose them in such & way that the equilibrium solution to the corresponding
master equation is precisely the Boltzmann distribution {1.5). Then we use
these rates to choose the states which our simulated system pssses through
during the course of a simulation, and from these states we make estimates
of whatever observable quantities we are interested in.

The advantage of this technique is that we need only sample quite a
small fraction of the states of the system in order to get accurate estimates
of physical quantities. For example, we do not need to include every state
of the system in order to get a decent value for the partition function, as
we would if we were to evaluate it directly from Equation (1.6). The prin-
cipal disadvantage of the technique is that there are statistical errors in the
calculation due to this same fact that we don’t include every state in our
calculation, but only some small fraction of the states. In particular this
means that there will be statistical noise in the partition function. Taking

the derivative of a noisy function is always problematic, so that calctilating
expectation values from derivatives of the partition function as discussed in
Section 1.2 is usually not a good way to proceed. Instead it is normally bet~

ter in Monte Carlo simulations to calculate as many expectations as we can’

directly, using equations such as {1.34). We can also make use of relations
such as (1.36) to calculate quantities like susceptibilities without having to
evaluate a derivative.

In the next chapter we will consider the theory of Monte Carlo simulation
in equilibrium thermal systems, and the rest of the first part of the book
will deal with the design of algorithms to investigate these systems. In the
second part of the book we look at algorithms for non-equilibrium systems.

1.4 A brief history of thekMonte Carlo method

In this section we outline the important historical developments in the evo-

lution of the Monte Carlo method. This section is just for fun; feel free to
skip over it to the next chapter if you're not interested.

The idea of Monte Carlo calculation is a lot older than the computer. The

" name “Monte Carlo” is relatively recent—it was coined by Nicolas Metropolis

in 1946—but under the older name of “statistical sampling” the method

" has a history stretching back well into the last century, when numerical

calculations were performed by hand using pencil and paper and perhaps
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FIGURE 1.2 The pathologieal function f(z) = sin® £, whose integral
with respect to z, though hard to evaluate analytically, can be eval-
uated in a straightforward manner using the Monte Carlo integration
technique described in the text. '

—a-slide-rule—As-first-envisaged, Monte Carlo was not a method for solving
problems in physics, but a method for estimating integrals which could not
be performed by other means. Integrals over poorly-behaved functions and
integrals in high-dimensional spaces are two areas in which the method‘has
traditionally proved profitable, and indeed it is still an important technique
for problems of these types. To give an example, consider the function

f(z) = sin’ —13; - {1.41)

which is pictured in Figure 1.2. The values of this function lie entirely
between zero and one, but it is increasingly rapidly varying in the neigh-
bourhood of z = 0. Cleatly the integral

I(z) = fo Ty | L 4)

which is the area under this curve between 0 and z, takes a finite value
somewhere in the range 0 < I(z) < z, but it is not simple to calculate
this value exactly because of the pathologies of the function near the origin.
However, we can make an estimate of it by the following method. If we
choose a random teal mumber h, uniformly distributed between zero and z,
and another v between zero and one and plot on Figure 1.2 the point for
which these are the horizontal and vertical coordinates, the probability that
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as described in the text.

R FiGURE 1.3 The function I(z), calculated by Monte Carlo integration

this point will be below the line of f(z) is just I(z)/z. It is easy to determine
whether the point is in fact below the line: it is below it if A < f(v). Thus if

R o Mz

we simply pick a large number N of these random points and count up the
number M which fall below the line, we can estimate I(z) from

I{z) = lim

Nesoo N

(1.43)

Ym'z can get an answer accurate to one figure by taking a thousand points,
which would be about the limit of what one could have reasonably done in
the days before computers. Nowadays, even a cheap desktop computer can

‘comfortably run through a million points in a few seconds, giving an answer

accurate to about three figures. In Figure 1.3 we have plotted the results of
such a caleulation for a range of values of z. The errors in this calculation
are smaller than the width of the line in the figure.”

. A famous early example of this type of calculation is the experiment
known as “Buffon’s needle” (Dérrie 1965), in which the mathematical con-
stant 7 is determined by repeatedly dropping a needle onto a sheet of paper
ruled with evealy spaced lines. The experiment is named after Georges-Louis

‘Leclere, Comte de Buffon who in 1777 was the first to show that if we throw

a needle of length | completely at random onto a sheet of paper ruled with

‘lines a distance d apart, then the chances that the needle will fall so as to

- :’In @ct there exist a number of more sophisticated Monte Carlo integration techniques
which give more accurate answers than the simple “hit or miss” method we have described
here. A discussion can be found in the book by Kalos and Whitlock (1986).

»
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intersect one of the lines is 21/nd, provided that d > I. It was Laplace in
1820 who then pointed out that if the needle is thrown down N times and
is observed to land on a line M of those times, we can make an estimate of
x from .
4 . 2N
T= Nh—Ipnm Md’
(Perhaps the connection between this and the Monte Carlo evaluation of
integrals is not immediately apparent, but it will certainly become clear
if you try to derive Equation (1.44) for yourself, or if you follow Dérrie’s
derivation.) A number of investigators made use of this method over the
years to calculate approximate values for 7. The most famous of these is
Mario Lazzarini, who in 1901 announced that he had calculated a value of
3.1415920 for x from an experiment in which a 2-% cm needle was dropped
3408 times onto a sheet of paper ruled with lines 3 cm apart. This value,
accurate to better than three parts in ten million, would be an impressive
example of the power of the statistical sampling method were it not for
the fact that it is almost certainly faked. Badger (1994) has demonstrated
extremely convincingly that, even supposing Lazzarini had the technology
at his disposal to measure the length of his needle and the spaces between
his lines to a few parts in 107 (a step necessary to ensure the accuracy of

(1.44)

l _ Equation (1.44)), still the chances of his finding the results he did were

poorer than three in a million; Lazzarini was imprudent enough to publisk
details of the progress of the experiment through the 3408 castings of the
needle, and it turns out that the statistical “fluctuations” in the numbers of
intersections of the needle with the ruled lines are much smaller than one
would expect in a real experiment. All indications are that Lazzarini forged
his results. However, other, less well known attempts at the experiment were
certainly genuine, and yielded reasonable figures for 7: 3.1506 {Wolf 1850),
3.1553 (Smith 1855). Apparently, performing the Buffon’s needle experiment
was for a while quite a sophisticated pastime amongst Europe’s intellectual
gentry. ;

With the advent of mechanical calculating machines at the end of the
nineteenth century, numerical methods took a large step forward, These
machines increased enormously the number and reliability of the arithmetic
operations that could be performed in a numerical “experiment”, and made
the application of statistical sampling techniques to research problems in
physics a realistic possibility for the first time. An early example of what
was effectively a Monte Carlo calculation of the motion and collision of the
molecules in a gas was described by William Thomson (later Lord Kelvin)
in 1901. Thomson’s calculations were aimed at demonstrating the truth
of the equipartition theorem for the internal energy of a classical system.
However, after the fashion of the time, he did not perform the laborious
analysis himself, and a lot of the credit for the results must go to Thomson’s
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