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Stochastic Resonance in a Neuronal Network from Mammalian Brain
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Stochastic resonance, a nonlinear phenomenon in which random noise optimizes a system’s response
to a signal, has been postulated to provide a role for noise in information processing in the brain. In
these experiments, a time varying electric field was used to deliver both signal and noise directly to
a network of neurons from mammalian brain. As the magnitude of the stochastic component of the
field was increased, resonance was observed in the response of the neuronal network to a weak periodic
signal. This is the first demonstration of stochastic resonance in neuronal networks from the brain.
[S0031-9007(96)01583-9]
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The brain is a noisy processor, and the idea that
brain might make use of such noise to enhance infor
tion processing is not new [1]. In stochastic resona
(SR), the response of a nonlinear system to an ot
wise subthreshold signal is optimized with the addition
noise. Since its proposal as a mechanism for amplify
the effects of the Earth’s small periodic orbital variatio
by random meteorological fluctuations leading to ice a
periodicity [2], SR has been observed in a diverse rang
physical systems [3]. Despite theoretical work predict
that SR might be found in single neurons [4] and n
ronal networks [5,6], and experimental evidence sugg
tive of SR from interspike interval histograms (ISIH) [7
there has been no experimental confirmation in the br
SR has previously been observed in the activity of sin
mechanoreceptive sensory neurons from crayfish [8],
skin [9], and from single interneurons from cricket a
dominal ganglia [10]. Each of these previous demons
tions of SR involved the processing of mechanosens
information, when signal and noise were encoded into
vironmental pressure fluctuations.

Adjusting the noise of neurons directly has been d
ficult. In the crayfish two approaches have been ta
for optimizing detection sensitivity to pressure fluctu
tions. Raising the temperature failed to show optimi
tion as a function of noise level [11], while raising th
light level on the caudal photoreceptor has been succ
ful [12]. Nevertheless, because of the technical difficu
of delivering signal and noise directly to neurons, the
perimental study of SR in mammalian brain has remai
an intractable problem.

In recent work we demonstrated that an electric fi
could be used to either suppress or enhance epilepti
activity in mammalian brain slices [13]. The effect
an imposed electric field on neurons has been wor
out in detail, and it is well known that the amplitude
an electric field required to modulate the action poten
4098 0031-9007y96y77(19)y4098(4)$10.00
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timing of an actively firing neuron is much less than th
required to initiate an action potential in a neuron fro
rest [14]. The physics can be understood by conside
a field aligned parallel to the axis between the dendri
where signals come in from other neurons, and the so
where these signals are translated into action potent
The field induces ionic currents both inside and outs
the neurons, but the cell membranes act as contai
(albeit leaky ones) causing charge to build up and ther
changing the transmembrane potential at the somata.
result on each neuron is a shift in the effective thresh
for action potential initiation, and therefore a modulat
response to incoming signals. Because the electric fi
interacts with neurons even at magnitudes insufficien
trigger action potentials, it provides a means to introdu
a subthreshold signal into an entire network of neuron
probe for SR.

A schematic of the experimental setup is shown
Fig. 1(a). Longitudinally or transversely cut hippocamp
slices (400 mm thick) from rat temporal lobe [15] were
placed in the center of a field produced by para
nonpolarizing Ag-AgCl electrode plates submerged
the perfusate. The neural layers of the slice, which
visually identifiable, are oriented with respect to the fie
The potential between the plates was set by a comp
generated signal applied through an isolation amplifi
The resulting field in the chamber, and within a slice, w
measured and calibrated to the potential applied to
plates [Figs. 1(b) and 1(c)]. The field is quite unifor
in the central region of the chamber where the slices
placed, and is proportional to the potential applied to
plates over the range of amplitudes and frequencies u
in these experiments.

Hippocampal slices in a high (8.5 mM) potassium p
fusate, as used in these experiments, demonstrate incre
neuronal synchrony and spontaneousensembleactivity
[16] in which large populations of the main excitato
© 1996 The American Physical Society
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FIG. 1. (a) Schematic of perfusion chamber as viewed fr
above. The hippocampal slice [15] rests just below the up
surface of the bath. An electric field is imposed by a poten
difference between parallel Ag-AgCl plates submerged in
bath. (b) and (c) Mappings of electrical potential within cham
ber with a 100 mV rms sinusoidal potential applied to plat
(frequency f  60 Hz, unless specified). (b) Isopotentia
lines (2.5 mV rms apart) derived from 1 mm spaced measu
ments with a longitudinal slice in the chamber. (c) Potent
(rms) within chamber with and without a slice present (22
indicates slice boundary). Main graph: Potentials averaged
over 23 , X , 3 mm [axes as in (b)]. Upper inset: Poten
tial s with slice, – without slice. Lower inset: Potentialn
with slice f  65 Hz, 3 with slice f  5 Hz, – without slice
f  35 Hz. Measurements made50 mm from surface of slice,
similar results observed at depth100 mm. The field within the
slice is fairly uniform, nearly identical to the field within the
chamber, and proportional to the applied potential for the ra
of frequencies used in this experiment.

neurons that define the output of these networks burst
at the same time. Such activity is an emergent prope
of the network, and is observed as large stereotyped ex
cellular potential changes in the cell body layers (CA1
CA3 [17]), but not clearly seen at the single cell level.

In order to detect these synchronous population eve
(bursts), the potential within the cell body layer was me
sured with an extracellular electrode, referenced to
electrode in the bath on nearly the same isopotentia
the imposed field. This configuration minimized me
surement artifacts from the imposed field. Because so
remnant of the input signal leaked into the recording,
input signals were carefully chosen to ensure that n
ronal bursts could be differentiated from stimulus artifa
Bursts typically last 10–30 ms, occur as frequently
a few Hz, and can be identified from characteristic o
cillations near 250 Hz [see Fig. 2(a) inset]. We ther
fore chose an input signal composed of a sinusoid w
frequencyf0 , 4 Hz (amplitudeAsin) and a noise sig-
nal with a high frequency cutofff0 ø fnmax ø 250 Hz.
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FIG. 2. Activity in CA1 layer of a longitudinal slice with im-
posed electric field. In each panel: First trace is extrace
lar potential (analog filtered between 200–1000 Hz). Inse
(a): expanded view of a burst, identified by 250 Hz oscillatio
Second trace is processed signal [18] used to identify bu
Lower traces are periodic and stochastic components of
posed field. With only a periodic signal (not shown) no eve
are observed. With just noise input (a), events occur rando
in time. With both sinusoid and noise (b), events occur p
marily near the positive peak of the sine wave.

The noise was Gaussian distributed in amplitude wit
root mean square (rms) width ofAnoise.

Responses of a typical network to different inpu
are illustrated in Fig. 2. In both panels, the upper t
traces are digitized recordings of network activity (ra
and processed [18]), and the lower traces depict the
riodic and stochastic components of the imposed fie
No burst events were observed for this network for
sinusoidal signal (frequencyf0  3.3 Hz) with ampli-
tude less thanAsin . 7 mVymm. With a pure noise
input (Anoise  10 mVymm, fnmax  26 Hz), randomly
occurring bursts were observed [Fig. 2(a)]. With bo
noise and subthreshold sinusoid (Asin  3.75 mVymm)
[Fig. 2(b)], bursts occurred preferentially near the ma
ima of the sinusoid. This is the essence of SR—the
havior of a noise driven system can be modulated by
introduction of an otherwise subthreshold signal.

One way to quantify this modulation is to measu
the probability of a burst occurring as a function of t
phasef of the sinusoidal fieldPburstsfd. This burst
probability density (BPD) is shown in Fig. 3(A) fo
various combinations of sinusoid and noise. The ph
f is indicated by the sinusoid drawn at the center of
column. The BPD is normalized so that its integral
the mean burst rate per cycle of the drive. WithAsin  0
and moderateAnoise (a) the bursts occur randomly wit
respect tof. In contrast, with the subthreshold sinuso
added to the noise, the BPD is a peaked function of

(b). As a function of increasingAnoise, the peak become
taller, corresponding to an increase in the average b
rate, and broader, corresponding to a decrease in
4099
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FIG. 3. (A) Burst probability densities (BPD)Pburstsfd, (B)
interspike interval histograms (ISIH), and (C) power spec
densities (PSD) from the same experiment as in Fig. 2 (f0 
3.3 Hz, fnmax  26 Hz). Field amplitudes (in mVymm) and
signal to noise ratio (SNR) [22] given at right. BPD comput
as function of phasef of the sinusoidal signal; phase
indicated by the tracing sinsfd between (b) and (c). ISIH’s
based on events within 170 s measurements. Data from
shown on logarithmic scale in inset. WithAnoise  0 and
Asin  0 or 3.75 (not shown) no bursts were observed, a
all three measures were zero. With just noise input (top ro
no modulation is observed in either the BPD or the ISIH a
no frequency dominates the PSD. Combinations of noise
subthreshold sinusoid yield a peaked structure in the B
organization in the ISIH at multiples of the drive period, and
peak in the PSD atfyf0  1.

synchronization of single burst events with a particu
phase of the sinusoid (c) and (d).

This periodic modulation can also be detected fr
the distribution of interevent intervals [19], a measu
with a long tradition in the characterization of neuron
dynamics [20]. ISIH are shown for our data in Fig. 3(B
With just noise (a), the ISIH is featureless. In contra
with a small amount of noise and a subthreshold perio
signal (b), nearly all of the intervals observed occ
at integer multiples of the drive period. As the noi
level is increased (c) these peaks become wider
the envelope defining their amplitudes appears m
exponential (inset of d). The envelope’s decay ti
decreases with increasing noise. For the highest n
level shown, no peaks are distinguishable from the IS
although modulation is still observed inPburstsfd.

The standard method of quantifying the resonance
tween a periodic input and the system’s response i
compare its spectral power at the input frequency to
power observed at other frequencies. Example po
spectral densities (PSD) [21] are shown in Fig. 3(C).
purely randomly occurring bursts, as are observed w
noise input alone, spectral power is evenly distribu
over frequency (a). With the combination of both pe
odic and stochastic inputs, a peak is observed atf0 and at
its harmonics,fyf0  h1, 2, . . .j. The power at these fre
quencies could be derived from an integral overPburstsfd.
As a function of the noise component of the input, t
amplitudes of both the peak atf0 and of the background
change. The ratio of these amplitudes, the signal to n
4100
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ratio (SNR) [22], is maximal at an intermediate inp
noise level.

The SNR as a function ofAnoise, with constantAsin, is
shown in Fig. 4(a) for the same experiment as Figs. 2
3. A series of these optimization curves, corresponding
different values ofAsin, are shown in 4(b) from a differen
experiment. In each case, a maximum is observed
the SNR at intermediate noise levels. Also, as would
expected, asAsin is increased, the maximal value of SN
increases and occurs at lower noise levels. Experim
were performed on 12 slices from 9 rats. When analy
as in Fig. 4, SR was documented in 9 experime
(5 longitudinal and 2 transverse slices measured fr
CA1 layer; 2 transverse slices measured from CA3 lay

In many of these experiments the network demonstra
no burst-firing activity without an imposed field, an
a completely subthresholdAsin could be chosen [as in
Fig. 2(a)]. In this case SNR 0 at Anoise  0. In
contrast, three of the networks studied exhibited bu
events without the introduction of a field. In thes
cases, sinusoidal signals that did not excite new bu
still modulated the timing of the bursts and could
detected from the PSD. Although SNR. 0 at Anoise 
0, optimization was still observed with additional noise.

In contrast to previous biological experiments, we ha
shown SR in the behavior of a network of neurons fro
mammalian brain. Although SR for individual nonline
elements is fairly well understood, much less is kno
about the effects of different types of noise and coupl
in arrays or networks of devices. Noise in an array
elements can be either local, where the noise sources
each element are independent and uncorrelated [6
or global, where the noise is uniform across the ar
[24,25]. Our experiments correspond to global noi

FIG. 4. Signal to noise ratio (SNR) in decibels [10 log10sSNRd]
as function of Anoise (a) for experiment in Figs. 2 and 3
( f0  3.3 Hz, fnmax  26 Hz) and (b) a different slice (f0 
3.09 Hz, fnmax  20 Hz). In both cases, SNRs0d  0. Solid
lines provided to guide the eye. In (b) a family of measur
optimization curves are shown for varyingAsin. As Asin is
increased, the maximum value of SNR increases and oc
at lower Anoise. Error bars estimated from rms distributio
of multiple measurements where possible, or proportiona
counting error (inverse square root of number of events).
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where the random fluctuations in the external electric fi
produced correlated noise at each element in the ne
array. Although one might anticipate that global no
would make the detection of SR more difficult in a
array [25], this did not prove to be an impediment to S
identification in these experiments.

Whether or not environmental electromagnetic rad
tion could have significant health effects [26], and whet
SR may play a role [3,27], is controversial. Neuron
modulation, in the presence of noise, was shown
Figs. 2–4 at field strengths weaker than previous rep
[14]. Our experiments suggest that SR could be a me
nism for amplification of weak electrical field effects o
the brain. We further speculate that SR could enha
effects of weak intrinsic 4–10 Hz hippocampal theta
more widespread 40 Hz gamma oscillations within
brain [28].

Nervous systems, from invertebrates to man,
noisy—membrane potentials fluctuate, membrane ch
nels open and close, and quantal release at synaps
probabilistic. Two hypotheses seem apparent: ei
nervous systems evolved to include noise within th
circuits as an advantage to processing, or, perhaps m
palatable, the components that all nervous systems
to use in their evolution were inherently noisy and bra
had to make the best of it. Regardless of the teleol
involved, the findings presented here show that rand
noise can enhance the response to a signal with
mammalian neuronal network.
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